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Figure 1: Sonora screen-shot
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Abstract
Sonora is an exploratory interactive installation that ex-
plores human voice through a playful transition between
the physical and digital worlds. Sonora is designed to elicit
expressive, naturalistic human vocal sounds, and to explore
the full range of capability of the human voice through play-
ful and inclusive interaction. This work-in-progress paper
describes the conception, interaction design process, tech-
nical details, and planned elaborations of the project.
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Introduction
Our voice is an integral part of our self-experience, of our
communication and self-expression. In this paper we present
and discuss an ongoing work with placing human voice in
the center of a playful interaction. The project is a continua-
tion of our previous work focusing on play, children and self-
expression[13]. Our goal is to empower voice-body connec-
tions in children through expressive, joyful vocal exploration,
as well as to make this exploration inclusive for children with
a range of vocal, motor, and cognitive abilities. To that end,



we develop and evaluate Sonora – a computer game de-
signed to stimulate children to experiment with their voice.
We outline some of the opportunities and challenges in de-
signing a game which affords prolonged engagement, cu-
riosity, and motivation throughout play, as well as discuss its
potential merits in a therapeutical context.

The experience
Players are invited to push a large button and start voicing
into a microphone. In the world of the game, their voice is
visualized in real-time as a new voice-creature, reflecting
the phonetic characteristics of the voice. The newly created
voice-creature then falls into a virtual world, inhabited with
other voice-creatures. Players witness their vocalizations
come to life, as voice-creatures receive real-world phys-
ical properties, propel in motion and collide with voiced
shapes of other players in dynamic virtual world. While
voice-creatures constitute a homogeneous population, they
retain enough individual character to surprise and delight.
The projected world is in constant motion, collisions be-
tween creatures trigger layers of sound output, comprised
of the original voices of players, creating a humorous, sur-
prising soundscape.

Design Principles
With Sonora, we aimed to design a game which will sus-
tainably engage children with exploring their voice, lead
them to experiment again and again with the various ways
of shaping their voice-creature. The principle design themes
are playfulness, engagement and the embodied nature of
voice interaction [8, 4]. Simplicity is another important de-
sign value in the project, and one single button constitutes
the entire game interface.

Figure 2: Voice experimenting with Sonora.

Inclusive Design
Our approach draws strongly from the ideas of inclusive
and universal design, with the aim of crafting an interac-
tion which will allow as wide as possible range of users to
participate [15]. Because voicing is not constrained by mo-
tor or speech abilities, vocal experimentation presents an
inclusive opportunity for self-expression. While traditional
forms of voice biofeedback systems tend to expect a ’cor-
rect’ production, Sonora equally welcomes any vocalization,
opening the play experience for a spectrum of vocal, motor
and cognitive abilities.

Embodiment
Contrary to screen-based interactions, Sonora affords a
more personal, embodied play. The transformation from
voice to voice-creatures resonates with the concept of du-
pliances, which are defined as devices that encompass
both physical and virtual activity, as opposite to purely in-
formation based appliances [5]. In Sonora, this is accom-
plished by combining the physical aspect of vocal play with
the virtual dynamic world where voices are captured and
animated [3].



Voice-Body connection
In the field of music therapy, working with voice is practiced
to create voice-body relations, as well as to evoke positive
emotions. Singing or holding a tone of voice while exploring
emotions or parts of the body are used to empower peo-
ple to utilize their resources, similar to community musick-
ing[2]. Music therapist Kenneth Bruscia writes that: "Being
an inner instrument of the body, the voice is at a unique and
powerful vantage point for working with the self from within.
The voice is powerful and yet vulnerable since it is con-
stantly in connection with our body through breathing and
the bloodstream. The voice is something we always bring
with us. It is also vulnerable because it reveals a person’s
emotions and expresses her identity."

Implementation
Interface Object
The tangible interface object consists of a box, where a
large button and a microphone are embedded. The micro-
phone utilizes the mental model of microphones being an
invitation for voicing [12]. The large red button (echoing the
ubiquitous Record button) functions to elicit curiosity, and
allows even children with low motor abilities to engage in
interaction. Upon button press, the system is opened for au-
dio input, and remains ’listening’ until it detects a silence of
500 milliseconds, thereby closing audio input and generat-
ing the newly created vocal creature into the game world.

Audio Processing and Visualization
We process incoming audio in real-time within Max/MSP,
utilizing Tristan Jehan’s analysis externals, which provide
estimations of loudness (time-domain power energy), pitch
(voice fundamental frequency), and Bark-scale spectral de-
composition (perceptually modelled spectrum bands). Anal-
ysis data is relayed to a Processing sketch, where the visu-
als are generated. Upon button press, a new voice-creature

Figure 3: The interface object.

is generated as a round blob with 24 equally-spaced control
points. Then, throughout the voicing phrase, the shape un-
dergoes a continuous transformation driven by the incoming
audio. Real-time analysis data are accumulated, resulting in
a unique visual signature of the vocalization as a whole.

The geometric transformation is based on mapping the am-
plitudes of Bark-scale spectral bands to the blob’s control
points. In other words, the creatures’ body acts as a dy-
namic ’equalizer’ of the voice signal. The overall size of the
creature is determined by the loudness of the vocalization.
Furthermore, the parameter of voice noisiness (bark-based
spectral flatness measure) is mapped to the creatures resti-
tution parameter (the bounciness of the body in the simu-
lated world). Together, the physical characteristics of the
voice-creature (size, shape, restitution) serve to individu-
alize the newly added voice and affect its behaviour in the
virtual world.



Usability testing
In the process of developing Sonora, we have tested the
game for usability with 8 children, aged 3-6. The insights
from these trials allowed us to consider key interaction de-
sign questions:

Record button
We tested a design whereby recording is activated while
the button is kept pressed. This proved to be difficult for
the younger children, and expected to be even more so for
children with compromised motor abilities. Therefore, in
the subsequent design we require only a single press to
activate the recording, while its termination is done auto-
matically by detecting silence longer than 500 milliseconds.
This tends to work better, however, other alternatives must
be tested in order to arrive at the desired usability. For ex-
ample, automatic voice onset detection could trigger the
recording, making the button redundant altogether. While
this option may seem attractive in the sense of offering a
’zero-interface’ gameplay, the interface object itself is an
attractive entry point to the game. In our usability trials, chil-
dren were fascinated by the object and the sense of direct
touch they could exercise with it.

Visual feedback
In the current version of Sonora, upon button press, a new
voice-creature of a default size appears in the game. Sur-
prisingly, for some children this alone was satisfying enough
to keep pressing the button to create more creatures, with
no urge to transform the creatures with their voice. In order
to increase the motivation to voice, we plan to test alterna-
tive designs whereby the default creature size ceases to be
rewarding, and warrants an active voicing from the player in
order to grow.

Figure 4: A voice-creature.

Discussion
Visualizing voice
An intriguing design challenge central to the game is a
mapping of auditory to visual parameters which is both in-
tuitive as well as being able to elicit prolonged experimen-
tation with that mapping. One the one hand, there seems
to be a need in elaborate enough visual variation between
various voicing explorations in order to stimulate and em-
power exploration. On the other hand, if the mapping relies
on non-intuitive or not perceptible auditory parameters, the
visualization might be perceived as arbitrary and interaction
will weaken. Research on optimal audio visualization strate-
gies is only emerging [7]. In a recent study it was reported
that representing both pitch and loudness combined in a
single visualization is preferred over visualization in only
one dimension[10]. In our current implementation we try
to balance between visualizing straightforward parameters
(amplitude of main spectral bands) and the less obvious
features (noisiness and brightness) as secondary parame-
ters. However, we choose bark-scale spectral bands over
pitch since pitch tracking in explorative, naturalistic sounds
is often irregular and brisk.



Speech-Language Therapy
In order to evaluate the potential therapeutic merits of Sonora,
we have conducted a survey with 20 practising Speech-
Language therapists. Each was given a 5 minute play ses-
sion with the game, and subsequently answered questions
pertaining to the clinical utility of the game. The survey re-
sults revealed that therapists regard Sonora as a highly
potential tool to elicit vocal productions and train vocal skills
in the following clinical contexts:

• Stimulation of vocalizations for children with mini-
mal vocal output, such as in dysarthria, apraxia of
speech, cerebral palsy, autism.

• Production of appropriate vocal intensity, for children
who cannot normalize vocal intensity, and tend to
speak with overly low or hight volume.

• Stimulation of vocal production for children who do
not speak at all due to developmental delay or selec-
tive mutism.

• Improve control of vocalizations for children with
hearing impairments, as a means of learning to map
inner vocal sensations to produced voice through vi-
sual feedback.

Most intervention for voice disorders in children aim to raise
the child’s awareness of his or her own voice production
[14]. Specific aims may address breathing patterns, habit-
ual pitch and loudness, or aiming to decrease tension and
vocal effort when speaking[11]. In this context, Sonora of-
fers an engaging method for stimulating vocal exploration
and expending the dynamic vocal range.

Future Work
Therapeutic perspective
From a therapeutic perspective, initial trials and the sur-
vey conducted with speech therapists are encouraging, as

there exists a significant challenge in prompting non-verbal
children to vocalize and establish a relationship with their
voice. In that regard, Sonora holds a strong promise to be-
come a valuable tool. Beyond vocal stimulation, granting
children with special needs a sense of control in gameplay
may strongly improve their sense of self-reliance and self-
esteem. Furthermore, inclusively designed play may pro-
mote the sense of belonging, as the child takes part in an
activity that is also performed by typical peers and siblings.
In that sense, the play experience may become a bridge
for social inclusion. We therefore plan to further explore the
therapeutic potentials of the Sonora project.

Joint Voicing
A fascinating perspective we envision in the development of
the game is designing a joint-voicing interaction, whereby
two players create voice-creatures through voicing together.
In such setup, each player uses a separate microphone,
while 2 incoming audio signals are analyzed in parallel. The
setup provides a rich ground for exploring, promoting and
testing dynamics of vocal synchrony and coordination. The
design space is significant, ranging from more practically
oriented dynamics of modelling desired voice patterns (one
of the players being a clinician), turn-taking and imitation,
to more ambient interactions, whereby vocal entrainment
and resonance can promote empathy and connectedness
between players.
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